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Preliminary Definitions and Nomenclatures 
AICTE:Means All India Council for Technical Education, New Delhi. 

 

Autonomous Institute:Means an institute designated asAutonomous by University Grants 
Commission(UGC), New Delhi in concurrence with affiliating University (Jawaharlal Nehru Technological 
University, Ananthapur). 

 
Academic Autonomy:Means freedom to an institute in all aspects of conducting its academic 
programs,granted by UGC for Promoting Excellence. 

 
Academic Council:The Academic Council is the highest academic body of the institute and isresponsible for 
the maintenance of standards of instruction, education and examination within the institute. Academic 
Council is an authority as per UGC regulations and it has the right to take decisions on all academic matters 
including academic research. 

 
Academic Year:It is the period necessary to complete an actual course of study within a year. Itcomprises 
two main semesters i.e., (one odd and one even). 

 
Branch:Means specialization in a program like M.Tech degree program in Electronics and Communication 
Engineering,M.Tech degree program in Computer Science and Engineering etc. 

 
Board of Studies (BOS):BOS is an authority as defined in UGC regulations, constituted by Head of 
theOrganization for each of the departments separately. They are responsible for curriculum design and 
updation in respect of all the programs offered by a department. 

 
Backlog Course:A course is considered to be a backlog course, if the student has obtained a failuregrade in 
that course. 

 
Reregistration:Betterment is a way that contributes towards improvement of the students’ grade in 
anycourse(s). It can be done by re-registering for the course by paying the requisite fee. 

 
Choice Based Credit System:The credit based semester system is one which provides flexibility indesigning 
curriculum and assigning credits based on the course content and hours of teaching along with provision of 
choice for the student in the course selection. 

 
Internal Examination:It is an examination conducted towards sessional assessment. 

 
Core:The courses that are essential constituents of each engineering discipline are categorized 
asprofessional core courses for that discipline. 

 
Course:A course is a subject offered by a department for learning in a particular semester. 

 
Course Outcomes:The essential skills that need to be acquired by every student through a course. 

 

Credit:A credit is a unit that gives weight to the value, level or time requirements of an academic 
course.The number of 'Contact Hours' in a week of a particular course determines its credit value. One 
credit is equivalent to one lecture/tutorial hour per week. 

 
Credit point:It is the product of grade point and number of credits for a course. 

 
Cumulative Grade Point Average (CGPA):It is a measure of cumulative performance of a student overall the 
completed semesters. The CGPA is the ratio of total credit points secured by a student in various courses in 
all semesters and the sum of the total credits of all courses in all the semesters. It is expressed up to two 
decimal places. 
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Curriculum:Curriculum incorporates the planned interaction of students with instructional 
content,materials, resources, and processes for evaluating the attainment of Program Educational 
Objectives. 

 

Department:An academic entity that conducts relevant curricular and co-curricular activities, involvingboth 
teaching and non-teaching staff, and other resources in the process of study for a degree. 

 
Detention in a Course:Student who does not obtain minimum prescribed attendance in a course shall 
bedetained in that particular course. 

 
Elective Course:A course that can be chosen from a set of courses. An elective can be ProfessionalElective 
and/or Open Elective. 

 
Evaluation:Evaluation is the process of judging the academic performance of the student in her/hiscourses. 
It is done through a combination of continuous internal examinations and semester end examinations. 

 
Grade:It is an index of the performance of the students in a said course. Grades are indicated byalphabets. 

 
Grade Point:It is a numerical weight allotted to each letter grade on a 10 - point scale. 

 
Institute:Means G.Pullaiah College of Engineering and Technology, Kurnool unless indicated otherwise by 
thecontext. 

 
Pre-requisite:A specific course or subject, the knowledge of which is required to complete beforestudent 
register another course at the next grade level. 

 
Program:Means, PG degree program: Master ofTechnology (M.Tech) / Master of Business Administration 
(MBA). 

 
Program Educational Objectives:The broad career, professional and personal goals that every studentwill 
achieve through a strategic and sequential action plan. 

 
Project work:It is a design or research based work to be taken up by a student during his/her Second yearto 
achieve a particular aim. It is a credit based course and is to be planned carefully by the student. 

 
Registration:Process of enrolling into a set of courses in a semester of a program. 

 
Regulations:The regulations, common to all B.Tech programs offered by Institute, are designated as“GPCET 
Regulations - R18” and are binding on all the stakeholders. 

 
Semester:It is a period of study consisting of 16 to 18 weeks of academic work equivalent to normally90 
working days. Odd semester commences usually in July and even semester in December of every year. 

 
Semester End Examinations:It is an examination conducted for all courses offered in a semester at theend 
of the semester. 

 
Student Outcomes:The essential skill sets that need to be acquired by every student during her/hisprogram 
of study. These skill sets are in the areas of employability, entrepreneurial, social and behavioral. 

 
University:Means Jawaharlal Nehru Technological University Ananthapur (JNTUA), Ananthapuramu. 

 
 
 
 

G.Pullaiah College of Engineering and Technology 
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Regulations for Two Year Master of Technology (M.Tech) Degree programme for the batches admitted 
from the academic year 2023-24 

 

1 Minimum Qualifications for Admission 

Admission to M.Tech courses is open to all candidates who have passed B.E/B.Tech course (in 

relevant specialization) or any other examinations recognized by Jawaharlal Nehru Technological University, 

Anantapur, Ananthapuramu/Govt. of A.P as equivalent thereto. 

 

2 Programmes of Study 

The Programmes of study prescribed for M.Tech Degree are 

 M.Tech (Digital Electronics and Communication Systems) 

 M.Tech (Computer Science and Engineering) 

 M.Tech (Electrical Power Systems) 

COURSE WORK: 

 A Candidate after securing admission must pursue the M.Tech. course of study for Four semesters 

duration. 

 Each semester shall be of 20 weeks duration including all examinations. 

 A candidate admitted to a programme should complete it within a period equal to twice the 

prescribed duration of the programme from the date of admission. 

 The medium of instruction shall be English for all theory and practical courses, examinations, 

Seminar, Teaching Assignments, Comprehensive Viva-Voce and Project thesis/dissertation reports. 

3. Attendance: 

 A candidate shall be deemed to have eligibility to write end semester examinations if he/she 

has put in atleast 75% of attendance on cumulative basis of all subjects/courses in the 

semester. 

 Condonation of shortage of attendance up to 10% i.e., from 65% and above and less than 75% 

may be given by the college on the recommendation of the Principal. 

 Condonation of shortage of attendance shall be granted only on genuine and valid reasons on 

representation by the candidate with supporting evidence. 

 If the candidate does not satisfy the attendance requirement he/she is detained for want of 

attendance and shall reregister for that semester. He/she shall not be promoted to the next 

semester. 

4. Evaluation: 
The performance of the candidate in each semester program shall be evaluated subject wise, with a 

maximum of 100 marks for theory and 100 marks for practical examination, on the basis of Internal 

Evaluation and End Examination. 

 There shall be five units in each of the theory subjects.For the theory subjects 60% of the marks will be 

for the End Examination and 40% of the marks will be for Internal Evaluation. 
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 Two Internal Examinations shall be held during the semester for 20 marks. First internal examination 

shall be conducted for half of the syllabus and second internal examination shall be conducted for 

remaining half of the syllabus. In each internal exam, a student shall answer all three questions in 2  

hours of time without seeking any choice for 30 marks which will be condensed to 20 marks. Final 

Internal marks for a total of 20 marks shall be arrived at by considering the average marks secured by 

the student in both the internal examinations. 

 For the remaining 20 marks in internal evaluation, the College shall conduct one online examination. 

 
The following pattern shall be followed in the End Examination. 
 Five questions shall be set from each of the five units with either/or type for 12 marks each. 

 All the questions have to be answered compulsorily. 

 Each question may consist of one, two or more bits. 

 For practical subjects, 60 marks shall be for the End Semester Examinations and 40 marks will be for 

internal evaluation based on the day to day performance. 

 For Comprehensive Viva-Voce and Seminar there will be an internal evaluation of 100 marks in each. A 

candidate has to secure a minimum of 50% (in each) to be declared successful. The assessment will be 

made by a board consisting of HOD and two senior internal experts at the end of III semester 

instruction. 

 For Teaching Assignments there will be an internal evaluation of 100 marks. A candidate has to secure a 

minimum of 50% to be declared successful. Student has to teach 10 Hours in his/her interesting 

subject/subjects in the entire III Semester instruction period for his juniors at PG level or Under 

Graduate students who are available on the campus. For each teaching hour maximum of 10 marks are 

allotted. The assessment will be made by the faculty allotted by the HOD. 

 Mandatory MOOCs course is introduced in III Semester as an elective without any credits. A student can 

choose any subject of his/her choice that has more than 30 hours duration from any MOOCs provider 

and should obtain satisfactory certificate. An Open Elective is introduced in III semester. 

 A candidate shall be deemed to have secured the minimum academic requirement in a subject if he 

secures a minimum of 40% of marks in the End Examination and a minimum aggregate of 50% of the 

total marks in the End Semester Examination and Internal Evaluation taken together. 

 In case the candidate does not secure the minimum academic requirement in any of the subjects (as  

specified in 4.9.) he/she has to reappear for the Semester Examination either supplementary or regular 

in that subject, or repeat the course when next offered or do any other specified subject as may be 

required. 

5   Re-Registration For Improvement Of Internal Evaluation Marks: 
Following are the conditions to avail the benefit of improvement of internal evaluation marks. 
 The candidate should have completed the course work and obtained examinations results for I, II and III 

semesters. 

 He should have passed all the subjects for which the Internal Evaluation marks secured are more than 

50%. 
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 Out of the subjects the candidate has failed in the examination due to Internal Evaluation marks 

secured being less than 50%, the candidate shall be given one chance for each Theory subject and for a 

maximum of three Theory subjects for Improvement of Internal evaluation marks. 

 The candidate has to re-register for the chosen subjects and fulfill the academic requirements. 

 For each subject, the candidate has to pay a fee equivalent to one third of the semester tuition fee and 

the amount is to be remitted in the form of D.D. in favour of the Principal, G.Pullaiah College of 

Engineering and Technology, Kurnool payable at Kurnool along with the requisition through the Head of 

the department. 

 In the event of availing the Improvement of Internal evaluation marks, the internal evaluation marks as 

well as the End Examinations marks secured in the previous attempt(s) for the reregistered subjects 

stand cancelled. 

6. Evaluation Of Project Work: 

 Every candidate shall be required to submit thesis or dissertation after taking up a topic approved 

by the department. 

 Registration of Project work: A candidate is permitted to register for the project work after 

satisfying the attendance requirement of all the courses (theory and practical courses of I & II 

Semester) 

 An Internal Departmental Committee (I.D.C) consisting of HOD, Supervisor and one internal senior 

expert shall monitor the progress of the project work. 

 The first phase of the project work on the project shall be initiated in the third semester and second 

phase of the project work will be continued in the final semester i.e., fourth semester. The duration 

of the project work is for two semesters. The candidate can submit Project thesis with the approval 

of I.D.C. after 36 weeks from the date of registration at the earliest and one calendar year from the 

date of registration for the project work. Extension of time within the total permissible limit for 

completing the programme is to be obtained from the Head of the Institution. 

 The student must submit status report by giving seminars in three different phases (one in III 

semester and another two in IV semester) during the project work period. These seminar reports 

must be approved by the I.D.C before submission of the Project Report. 

 A candidate shall be allowed to submit the thesis/dissertation only after obtaining plagiarism report 

with less than 30% and passing in all the prescribed subjects (both theory and practical), and then 

take viva-voce examination of the project. The viva-voce examination may be conducted once in 

two months for all the candidates submitted during that period. 

 Three copies of the Thesis/Dissertation certified in the prescribed format by the supervisor & HOD 

shall be presented to the HOD. 

 The department shall submit a panel of three experts for a maximum of five students at a time. 

However, the thesis/dissertation will be adjudicated by one examiner nominated by the Controller 

of Examinations. 
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 If the report of the examiner is favorable viva-voce examination shall be conducted by a board 

consisting of the Supervisor, Head of the Department and the examiner who adjudicated the 

thesis/dissertation. The board shall jointly report candidates work as: 

 Satisfactory Grade A 

 Not satisfactory Grade B 

 If the report of the viva-voce is not satisfactory (Grade B) the candidate will retake the viva-voce 

examination after three months. If he fails to get a satisfactory report at the second viva-voce 

examination he will not be eligible for the award of the degree unless the candidate is permitted to 

revise and resubmit the thesis. 

7. Grading 

After each subject is evaluated for 100 marks, the marks obtained in each subject will be converted to a 

corresponding letter grade as given below, depending on the range in which the marks obtained by the 

student fall. 

 

Letter Grade Marks Range Grade Point 

S 91-100 10 

A 81-90 9 

B 70-80 8 

C 60-69 7 

D 55-59 6 

E 50-54 5 

F <50 0 

Absent Ab (Absent) 0 
 

A student obtaining Grade F shall be considered failed and will be required to reappear for that subject 

when the next supplementary examination offered. 

Semester Grade Point Average (SGPA) and Cumulative Grade Point Average (CGPA): 
 

The Semester Grade Point Average (SGPA) is the ratio of sum of the product of the number of credits with 

the grade points scored by a student in all the courses taken by a student and the sum of the number of 

credits of all the courses undergone by a student, i.e., 

n 

 Ci  GPi 

SGPA = i 1  
n 

 Ci 
i 1 

where, Ci is the number of credits of the ith subject and GPi is the grade point scored by the student in the ith 

course. 

The Cumulative Grade Point Average (CGPA) will be computed in the same manner taking into account all  

the courses undergone by a student over all the semesters of a program, i.e., 

m 

 SGPAj TC j 

CGPA = 
j 1  

m 

 TC j 
j 1 
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where “SGPAj” is the SGPA of the jth semester and TCj is the total number of credits in that semester. 

Both SGPA and CGPA shall be rounded off to 2 decimal points and reported in the transcripts.While 

computing the SGPA the subjects in which the student is awarded Zero grade points will also be included. 

Grade Point:It is a numerical weight allotted to each letter grade on a 10-point scale. 

Letter Grade:It is an index of the performance of students in a said course. Grades are denoted byletters S, 

A, B, C, D, E and F. 

8. Award Of Degree And Class: 

A candidate shall be eligible for the award of respective degree if he/she fulfills the following academic 

regulations. 

 Pursues a course of study for not less than two academic years and in not more than four academic 

years. 

 Registers for 78 credits and secures all 78 credits.A candidate shall be eligible for the award of class if 

he/she satisfies the minimum academic requirements in every subject and secures ‘satisfactory’ grade  

report on his/her project thesis viva-voce. Based on overall percentage of marks obtained, the 

following class is awarded. 

Class Awarded CGPA Secured 

First class with Distinction >= 8 

First class >= 7 and < 8 

Second class >= 5 and < 7 

 

9. With – Holding Of Results: 

 
If the candidate has not paid dues to the College or if any case of in-discipline is pending against him, 

the result of the candidate shall be withheld and he will not be allowed/promoted into the next higher 

semester. The issue of degree is liable to be withheld in such cases. 

10. Transitory Regulations: 

Candidates who have discontinued or have been detained for want of attendance or who have failed 

after having undergone the course in earlier regulations and wish to continue the course are eligible for 

admission into the unfinished semester from the date of commencement of class work with the same 

or equivalent subjects as and when subjects are offered, Whereas they continue to be in the academic 

regulations they were first admitted. 

11. Rules of Discipline 
(i) Use of mobile phones with camera, in the campus is strictly prohibited. 

(ii) Students shall behave and conduct themselves in a dignified and courteous manner in the 

campus/Hostels. 

(iii) Students shall not bring outsiders to the institution or hostels. 

(iv) Students shall not steal, deface, damage or cause any loss to the institution property. 
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(v) Students shall not collect money either by request or coercion from others within the 

campus or hostels. 

(vi) Students shall not resort to plagiarism of any nature/extent. Use of material, ideas, 

figures, code or data without appropriate acknowledgement or permission of the original 

source shall be treated as cases of plagiarism. Submission of material, verbatim or 

paraphrased, that is authored by another person or published earlier by oneself shall also 

be considered as cases of plagiarism. 

(vii) Use of vehicles by the students inside the campus is prohibited. 

(viii) Any conduct which leads to lowering of the esteem of the organization is prohibited. 

(ix) Any student exhibiting prohibited behaviour shall be suspended from the institute. The 

period of suspension and punishment shall be clearly communicated to the student. The 

student shall lose the attendance for the suspended period 

(x) Dress Code 

Boys : All the boy students should wear formal dresses. Wearing T-shirts and other 

informal dresses in the campus is strictly prohibited. 

Girls : All the girls students shall wear saree/chudidhar with dupatta 

12. Punishments for Malpractice cases – Guidelines 
The examinations committee may take the following guidelines into consideration while dealing 

with the suspected cases of malpractice reported by the invigilators/squad members etc; during 

end examinations. The punishment may be more severe or less severe depending on the merits 

of the individual cases. 

S.no Nature of Malpractice/Improper conduct Punishment 

1 Possesses or keeps accessible in examination hall, 
anypaper, note book, programmable calculators, 
Cellphones, pager, palm computers or any other form 
ofmaterial concerned with or related to the course of 
theexamination (theory or practical) in which he 
isappearing but has not made use of (material 
shallinclude any marks on the body of the student 
whichcan be used as an aid in the course of the 
examination) 

Expulsionfrom the examinationhall 
and cancellation of 
theperformance in that course only. 

2 Uses objectionable, abusive or offensive language 
inthe answer paper or in letters to the examiners 
orwrites to the examiner requesting him to award 
pass marks 

Cancellation of the performance 
inthat course. 

3 Copying detected on the basis of internal 
evidence,such as, during valuation or during special 
scrutiny. 

Cancellation of the performance 
inthat course and all other courses 
thecandidatehasappeared 
includingpracticalexaminations  and 
projectwork   of  that 
semester/yearexaminations. 

4 Gives assistance or guidance or receives it from 
anyother student orally or by any other body 
languagemethods or communicates through cell 

Expulsionfromtheexaminationhalland 
cancellation of theperformance in 
that course only ofall the 
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 phones withany other student or persons in or 
outside the exam hallin respect of any matter. 

studentsinvolved. In caseof an 
outsider, he will be handedover to 
the police and a case shallbe 
registered against him. 

5 Has copied in the examination hall from any 
paper,book, programmable calculators, palm 
computers orany other form of material relevant to 
the course of theexamination (theory or practical) in 
which the studentis appearing. 

Expulsionfromtheexaminationhall 
and cancellation  of 
theperformance in that course and 
allothercourses including 
practicalexaminations and project 
work ofthat semester/year. 

6 Comes in a drunken condition to the examination 
hall. 

Expulsionfrom the examinationhall 
and cancellation  of 
theperformance in that course and 
allothercourses including 
practicalexaminations and project 
work ofthat semester/year. 

7 Smuggles in the Answer book or takes out orarranges 
to send out the question paper duringthe 
examination or answer book during or afterthe 
examination 

Expulsion from the examination hall 
andcancellation of performance in 
thatcourse and all the other courses 
includingpractical examinations and 
project workof that semester/year. 
The student is alsodebarred for two 
consecutive semestersfrom class 
work and all examinations.The 
continuation of the course by 
thestudent is subject to the 
academicregulations in connection 
with forfeit of seat. 

8 Refuses to obey the orders of the 
ChiefSuperintendent/Assistant – Superintendent / 
anyofficer on duty or misbehaves or 
createsdisturbance of any kind in and around 
theexamination hall or organizes a walk out 
orinstigates others to walk out, or threatens 
theofficer-in charge or any person on duty in 
oroutside the examination hall of any injury to 
hisperson or to any of his relations whether by 
words,either spoken or written or by signs or by 
visiblerepresentation, assaults the officer-in-charge, 
orany person on duty in or outside the 
examinationhall or any of his relations, or indulges in 
any otheract of misconduct or mischief which 
result indamage to or destruction of property in 
theexamination hall or any part of the College 
campusor engages in any other act which in the 
opinion ofthe officer on duty amounts to use of unfair 
meansor misconduct or has the tendency to disrupt 
theorderly conduct of the examination. 

In case of students of the college, 
theyshall be expelled from 
examination hallsand cancellation of 
their performance inthat course and 
all other courses of 
thatsemester/year. The   students 
also aredebarred and forfeit their 
seats. In case ofoutsiders, they will be 
handed over to thepolice and a 
police case shall   beregistered 
against them. 

9 Leaves the exam hall taking away answer scriptor 
intentionally tears up the script or any partthereof 
inside or outside the examination hall. 

Expulsion from the examination hall 
andcancellation of performance in 
that courseand all the other courses 
including practicalexaminations and 
project work of thatsemester/year. 
The candidate is also debarredfor two 
consecutive semesters from 
classwork and all end 
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  examinations. Thecontinuation of the 
course by the candidate issubject to 
the academic regulations 
inconnection with forfeiture of seat. 

10 Possesses any lethal weapon or firearm in 
theexamination hall. 

Expulsion from the examination 
halland cancellation of the 
performance inthat course and all 
other coursesincluding practical 
examinations andproject work of 
that semester/year. Thestudent is 
also debarred and forfeits theseat. 

11 If student of the college, who is not acandidate 
for the particular examination orany person not 
connected with the collegeindulges in any 
malpractice or improperconduct mentioned in S.No 
7 to S.No 9. 

For Student of the college : Expulsion 
fromthe examination hall and 
cancellation of theperformance in 
that course and all othercourses 
including practical examinations 
andproject work of that 
semester/year. Thecandidate is also 
debarred and forfeits theseat. 
Person(s) who do not belong to 
theCollege will be handed over to 
police and, apolice case shall be 
registered against them. 

12 Impersonates any other student inconnection 
with the examination 

The student who has impersonated 
shall beexpelled from examination 
hall. The studentis debarred from 
writing the remaining exams,and 
rusticated from the college for 
oneacademic year during which 
period thestudent will not be 
permitted to write anyexam. If the 
imposter is an outsider, he 
willbehanded over to the police and a 
case shall beregistered against him. 
The performance of the original 
studentwho  has been 
impersonated, shall   becancelled in 
all the courses of the 
examinationincluding practicals and 
project work of thatsemsester /year. 
The student is rusticated fromthe 
college for two consecutive years 
duringwhich period the student will 
not be permittedto write any exam. 
The continuation of thecourse by 
the student is subject to 
theacademic regulations  in 
connection withforfeiture of seat. 

13 If any malpractice is detected which is not covered in the above S.No 1 to S.No 12 items, itshall 
be reported to the college academic council for further action and award suitablepunishment. 

14 Malpractice cases identified during sessional examinations will be reported to 
theexamination committee nominated by Academic council to award suitable punishment. 



G.PULLAIAH COLLEGE OF ENGINEERING AND TECHNOLOGY::KURNOOL     

(AUTONOMOUS) 

COURSE STRUCTURE AND SYLLABUS  

(2023-24 Admitted Batch) 

M.Tech -ECE-Digital Electronics and Communication Systems (DECS) 

 

M.Tech I Semester 

S.No 
Subject 

Code 
Subject L T P C 

1. C2401 Structural Digital System Design 4 - - 4 

2. C2402 Error Control Coding 4 - - 4 

3. C2403 Digital Communication Techniques  4 - - 4 

4. C2404 Advanced Digital Signal Processing 4 -  4 

5. 

 

C2405a 

C2405b 

C2405c 

Elective-I 

a. Advanced Operating Systems 

b. Low Power VLSI Design  

c. Advanced Computer Architecture 

3 - - 3 

6. 

 

C2406a 

C2406b 

C2406c 

Elective-II 

a. Transform Techniques 

b. Statistical Signal Processing 

c. Spread Spectrum Communication 

3 - - 3 

7. C2407 Structural Digital System Design Lab - - 3 2 

8. C2408 Advanced Digital Signal Processing Lab - - 3 2 

                                                                                           TOTAL 22 - 06 26 

 

M.Tech II Semester 

S.No 
Subject 

Code 
Subject L T P C 

1. C2409 Embedded System Design 4  - 4 

2. C2410 Digital Image and Video Processing 4  - 4 

3. C2411 Sensors and Actuators 4  - 4 

4. C2412 Wireless Communications and Networks 4   4 

5. 

 

C2413a 

C2413b 

C2413c 

Elective-III 

a. Internet of Things 

b. Speech Processing 

c. Software Defined Radio 

3  - 3 

6. 

 

C2414a 

C2414b 

C2414c 

Elective-IV 

a. Network Security & Cryptography 

b. Wireless Adhoc Networks 

c. Optical Communication Technology 

3  - 3 

7. C2415 Advanced Communication Systems Lab -  3 2 

8. C2416 Embedded System Design Lab -  3 2 

                                                                           TOTAL 22  06 26 

 

 

 

 



M.Tech. II YEAR  (III  Semester) 

S.No 
Course 

Code 
Subject L T P C 

1. 

 
C2215a 
C2215b 
C2215c 

Elective – V ( Open Elective) 

1. Research Methodology  

2. Human Values & Professional Ethics   

3. Intellectual Property Rights 

4 --- --- 4 

2. C2421 ELECTIVE – VI ( MOOCs) -- --- --- -- 

3. C2417 Comprehensive Viva Voce -- --- --- 2 

4. C2418 Seminar -- --- --- 2 

5. C2419 Teaching Assignment -- --- --- 2 

6. C2420 Project Work Phase I    -- --- --- 4 

                                                Total  4   14 

 

M.Tech. II YEAR  (IV  Semester) 

S.No 
Course 

Code 
Subject L T P C 

1. C2422 Project Work Phase II -- --- --- 12 

                                                Total     12 

 

 

Project Viva Voce Grades: 

A:  Very Good 

B:  Good 

C: Satisfactory 

D: Not Satisfactory 

  



G.PULLAIAH COLLEGE OF ENGINEERING AND TECHNOLOGY::KURNOOL 

(AUTONOMOUS)     

M.Tech I year I Semester (DECS)                        L     T   P    C 

                                     4        0        0           4 

 (C2401) STRUCTURED DIGITAL SYSTEM DESIGN 

 Course Objective: 

 To study about structural functionality of different Digital blocks (Both Combinational and 

Sequential) 

 To provide an exposure to ASM charts, their notations, and their realizations. 

 To provide an exposure to VHDL and different styles of modeling using VHDL. 

 To introduce concept of  microprogramming and study issues related to microprogramming 

Course Outcome: 

After Completion of this course, students will be able to 

 Understand structural functionality of different digital blocks 

 Represent and Realize their designs in ASM charts 

 Represent their designs in different modeling styles by using VHDL 

 Understand concept of Micro program and issues related to microprogramming 

 

UNIT-1 

BUILDING BLOCKS FORDIGITAL DESIGN: Multiplexer, Demultiplexer,  Decoder, Encoder, 

Comparator, Adder, ALU,  Carry-look-ahead adder. 

BUILDING BLOCKS WITH MEMORY: Clocked building blocks,  register building blocks, RAM, 

ROM, PLA, PAL, Timing devices. 

 

UNIT -II 

DESIGN METHODS:  Elements of design style,  top-down design, separation of controller and 

architecture, refining architecture, and control algorithm, Algorithmic State  Machines,  ASM  chart 

notations. 

 

UNIT-III 

REALISING ASMS - Traditional synthesis from ASM chart, multiplexer controller method, one-shot 

method, ROM based method. 

ASYNCHRONOUS INPUTS AND RACES - Asynchronous ASMs, Design for testability, test vectors, 

fault analysis tools. 

 

UNIT-IV 

MICROPROGRAMMED  DESIGN:    Classical Microprogramming with Modem Technology;  

Enhancing the Control Unit;  The 2910 Microprogram Sequencer;   Choosing a Microprogram Memory; 

 A Development System for Microprogramming;  Designing a Microprogrammed Minicomputer 

 

UNIT-V 

MODELLING WITH VHDL: CAD tools, simulators, schematic entry, synthesis from VHDL. 

DESIGN CASE STUDIES:  Single pulse, system clock, serial to parallel data conversion, traffic light 

controller. 

 

TEXT BOOKS: 

1. Franklin P. Prosser and  David E. Winkel, "The  Art of Digital Design", Prentice Hall. 

2. Roth, “Digital System Design using VHDL”,  Mc. Graw Hill, 2000 

 

REFERENCE BOOKS: 

1. William Fletcher, An Engineering Approach to Digital Design, 1st Edition, Prentice-Hall India, 

1997. 



2. William J Dally and John W Poulton, Digital Systems Engineering, Cambridge University Press, 

2008. 

3.  Jayaram Bhasker, A VHDL Primer, 3rd edition, Prentice-Hall India, 2009. 

4. VHDL for Programmable Logic ‐Kevin Skahill, Cypress Semiconductors 
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(C2402) ERROR CONTROL CODING 

Course Objective: 

 To understand mathematical concepts related to coding 

 To get a clear understanding in formulation and computation of Linear Block Codes, Cyclic 

Codes, and Binary BCH  Codes. 

 To get complete understanding regarding Convolutional Codes and different algorithms 

associated with Convolutional Coding 

Course Outcome: 

After completion of this course, the students will be able to  

 .Understand mathematical concepts related to coding 

 Understands concepts involved in formulation and computation of Linear Block Codes, Cyclic 

Codes, and Binary BCH  Codes. 

 Get complete knowledge regarding Convolutional Codes and different algorithms associated with 

Convolutional Coding 

 

UNIT – I 

Introduction: Coding for Reliable Digital Transmission and Storage – Types of codes, Modulation and 

coding, Maximum likelihood decoding, Types of errors, Error control strategies, performance measures, 

Coded modulation, Introduction to Algebra - Groups & fields, Binary field arithmetic, Construction of 

Galois field and its basic properties, Computations, Vector spaces, matrices, problem solving. 

 

UNIT – II 

Linear Block Codes: Introduction linear block codes, Syndrome and Error Detection, Error Detection 

and Error correction capabilities of a Block Code, Standard array and syndrome decoding, Probability of 

an undetected error for linear codes over a BSC, Single parity check codes, repetition codes, and self-dual 

codes, Hamming codes, A class of single error correcting and double error detecting codes, Reed-Muller 

codes and other constructions, The squaring construction of codes, The Golay code, Interleaved Codes, 

Illustrative Problems. 

 

UNIT – III 

Cyclic and Binary BCH Codes: Description of Cyclic codes, Generator and parity – check matrices of 

cyclic codes, Encoding of Cyclic codes, Syndrome computation and error detection, Decoding of Cyclic 

Codes, Cyclic Hamming codes, The Golay code, Shortened Cyclic codes, Cyclic product codes, Binary 

primitive BCH codes, Decoding of BCH codes, Iterative algorithm for finding the error location 

polynomial & its iterative algorithm, Finding the error location numbers and error correction, Correction 

of errors and erasures, Implementation of Galois Field arithmetic, Implementation of error correction, 

Weighted distribution & Error detection of binary BCH codes, Illustrative Problems. 

 

UNIT – IV 

Other Block Codes: q-ary Linear block codes, Primitive BCH codes, Reed-Solomon codes, Decoding of 

Non-binary BCH and RS codes, Decoding with the Euclidean algorithm, Frequency domain decoding, 

Correction of errors and erasures, One Step majority logic decoding and its variations, Multiple step 

majority logic decoding, Euclidean Geometry (EG) and its codes, Twofold EG codes, Projective 

geometry and projective geometry codes, Illustrative problems. 

 

UNIT – V 

Convolutional Codes: Encoding of Convolutional codes, Structural properties and distance properties of 

Convolutional codes, The Viterbi Algorithm, Performance Bounds for Convolutional Codes, Construction 



of good Convolutional codes, Implementation and performance of the Viterbi algorithm, The soft output 

of Viterbi algorithm (SOVA), The BCJR algorithm, Punctured and Tail-biting Convolutional codes, ZJ 

sequential decoding algorithm, The Fano Sequential Decoding algorithm, Performance characteristics and 

code construction of Sequential decoding, Majority Logic decoding and its performance characteristics, 

Code construction of Majority logic decoding, Illustrative problems. 

 

TEXT BOOKS: 

1. Shu Lin, Daniel J. Costello, Jr., “Error Control Coding,” Pearson Publications, Second Edition, 

2011. 

2.  Bernard Sklar, Pabitra Kumar Ray, “Digital Communications Fundamentals and Applications,” 

Pearson Publications, Second Edition, 2009. 

 

REFERENCE BOOKS: 

       1. Blahut. R. E, "Theory and practice of error control codes", Addison-Wesley, 1984. 
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(C2403) DIGITAL COMMUNICATION TECHNIQUES 

Course Objective: 

 To study about baseband signal concepts and different equalizers. 

 To study in detail about coherent detection schemes such as ASK, FSK, PSK 

 To study in detail about M’arysignalling schemes like QPSK, QAM, MSK. 

Course Outcome: 

 Students will be aware of baseband signal concepts and different equalizers. 

 Students will be able to get complete knowledge regarding coherent detection schemes like ASK, 

FSK, PSK. 

 Students will be able to design M’arysignalling schemes like QPSK, QAM, MSK 

 

UNIT I  

Review of Random Variables and Random Processes: 

The random variable, Moment generating function, Markov’s inequality, Chebyshev’s inequality, Central 

limit theorem, Different distributions – Gaussian, Poisson, Chi-square, Rayleigh, Rician; Correlation - 

Auto-correlation, Cross correlation, Correlation matrix; Stationary processes, Wide sense stationary 

processes, Gaussian &Ergodic processes, Problem-solving. 

 

UNIT II 

Baseband Signal Concepts: 

Baseband data transmission, the Nyquist criterion for zero ISI, Correlative level coding, Data Detection, 

Optimum design of transmitting and receive filters, Equalization - Linear, adaptive, fractionally spaced 

and decision feedback equalizers. 

 

UNIT III 

Digital Modulation Schemes: 

Detection using matched filter – Optimum receivers for arbitrary binary signals and M’ary Orthogonal 

signals, Analysis of coherent detection schemes for ASK, PSK, and DPSK, M’arysignalling schemes – 

QPSK, QAM, MSK, Performance of the data transmission schemes under AWGN. Trellis-coded 

Modulation. 

 

UNIT IV 

Synchronization: 

Receiver synchronization, Costas loop, symbol synchronization, synchronization with CPM – data aided 

and Non-aided synchronization- synchronization methods based on properties of wide sense cyclo-

stationary random process – Carrier recovery circuits – Symbol clock estimation schemes. 

 

UNIT V 

Spread Spectrum Systems: 

PN sequences, Generation of PN sequences, DS spread spectrum systems, FH spread spectrum systems 

and performance of DSSS & FHSS in AWGN – Synchronization – Jamming considerations – 

Commercial Applications, Cellular subsystems. 

 

TEXT BOOKS: 

1. J.G.Proakis, Digital Communication (4/e), McGraw- Hill, 2001 

2. Bernard Sklar, “Digital Communications – Fundamentals &Applications,”Prentice Hall, 2001. 

 

REFERENCE BOOKS: 



1. S.Haykin, Communication Systems (4/e), Wiley,2001. 

2. R.E.Zimer&R.L.Peterson: Introduction to Digital Communication, PHI, 2001. 

3. G. R. Cooper & C. D. McGillem, “Modern Communications & Spread      Spectrum,”McGraw-Hill,    

   1986. 

4. L.Hanzoetal, Turbo Coding, Turbo Equalization & Space-Time Coding Wiley,2002. 
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(C2404) ADVANCED DIGITAL SIGNAL PROCESSING 

 

Course outcomes: Students will be able to 

 Analyze discrete-time systems in both times & transform domain and also through pole-zero 

placement. 

 Analyze discrete-time signals and systems using DFT and FFT. 

 Design and implement digital finite impulse response (FIR) filters. 

 Design and implement digital infinite impulse response (IIR) filters. 

 Understand and develop multirate digital signal processing systems. 

 

UNIT –I: 

Review of DFT, FFT, IIR Filters and FIR Filters: 

Multi-Rate Signal Processing: Introduction, Decimation by a factor D, Interpolation by a factor I, 

Sampling rate conversion by a rational factor I/D, Multistage Implementation ofSampling Rate 

Conversion, Filter design & Implementation for sampling rate conversion. 

 

UNIT –II: 

Applications of Multi-Rate Signal Processing: 

The design of Phase Shifters, Interfacing of Digital Systems with Different Sampling Rates, 

Implementation of Narrow Band Low Pass Filters, Implementation of Digital Filter Banks, Sub-band 

Coding of Speech Signals, Quadrature Mirror Filters, Trans-multiplexers, OverSampling A/D and D/A 

Conversion. 

 

UNIT -III: 

Non-Parametric Methods of Power Spectral Estimation: Estimation of spectra from finite duration 

observation of signals, Non-parametric Methods: Bartlett, Welch & Blackman-Tukey methods, 

Comparison of all Non-Parametric Methods 

 

UNIT –IV: 

Implementation of Digital Filters: 

Introduction to filter structures (IIR & FIR), Frequency sampling structures of FIR, Lattice structures, 

Forward prediction error, Backward prediction error, Reflection coefficients lattice realization, 

Implementation of lattice structures for IIR filters, Advantages of lattice structures. 

 

UNIT –V: 

Parametric Methods of Power Spectrum Estimation: Autocorrelation & Its Properties, Relation 

between auto correlation & model parameters, AR Models - Yule-Walker& Burg Methods, MA & 

ARMA models for power spectrum estimation, Finite word length effects in IIR Digital Filters – Finite 

word length effects in FFT algorithms. 

 

TEXT BOOKS: 

1. Digital Signal Processing: Principles, Algorithms & Applications - J.G.Proakis& D. G.Manolakis, 4th    

    Ed., PHI. 

2. Discrete Time Signal Processing - Alan V Oppenheim & R. W Schaffer, PHI. 

3. DSP – A Practical Approach – Emmanuel C. Ifeacher, Barrie. W. Jervis, 2 Ed., PearsonEducation. 

 

REFERENCE BOOKS: 

1. Modern Spectral Estimation: Theory & Application – S. M .Kay, 1988, PHI. 



2. Multi-Rate Systems and Filter Banks – P.P.Vaidyanathan – Pearson Education. 

3. Digital Signal Processing – S.Salivahanan, A.Vallavaraj, C.Gnanapriya, 2000, TMH 

4. Digital Spectral Analysis – Jr. Marple 
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(C2405a) ADVANCED OPERATING SYSTEMS 

Elective-I 

Course Objective:  

 To Study in detail about kernel structures associated with  various Operating systems 

 To Study in detail about various systems calls, statements and their arguments associated with 

Unix. 

 To Study in detail about various systems calls, statements and their arguments associated with 

Linux  

Course Outcome:  

 After completion of the course, students will be able to 

 Get complete knowledge regarding different types of operating systems and their Kernel 

structures. 

 To work effectively on Unix Platform 

 To work effectively on Linux  Platform 

 

UNIT I 

INTRODUCTION   

General Overview of the System: History – System structure – User perspective – Operating system 

services – Assumptions about hardware. Introduction to the Kernel: Architecture of the UNIX operating 

system – Introduction to system concepts. The Buffer Cache: Buffer Headers – Structure of the buffer 

pool – Scenarios for retrieval of a buffer – Reading and writing disk blocks – Advantages and 

disadvantages of the buffer cache. 

 

UNIT II  

UNIX I: Overview of a UNIX system, Structure, files systems, type of file, ordinary & Special files, file 

permissions, Introduction to the shell.UNIX basic commands & command arguments, Standard input / 

output Input / output redirection, filters and editors,System calls related file structures, input / output 

process creation & termination. 

 

UNIT III 
INTERPROCESS COMMUNICATION IN UNIX: Introduction, file and record locking, Client – 

Server example, pipes, FIFOs, Streams & Messages, Name Specs, Systems V IPC, Message queues, 

Semaphores, Shared Memory, Sockets & TLI. 

 

UNIT IV 
INTRODUCTION TO NETWORKS AND NETWORK PROGRAMMING IN UNIX: Network  

Primer,  TCP/IP, Internet  Protocols,  Socket  Programming, Introduction  &  overview,  UNIX  domain 

protocols, Socket Addresses, Elementary Socket system calls, Simple examples. 

 

UNIT V 

LINUX: Introduction to LINUX System, Editors, and Utilities, Type of Shells, Shell Operations, File 

structure, File Management, Operations. Memory Management Policies: Swapping – Demand paging. 

The I/O Subsystem: Driver Interface – Disk Drivers – Terminal Drivers– Streams – Inter-process 

communication. 

 

TEXT BOOKS: 
1. Maurice J.Bach, “The design of the UNIX Operating Systems”, PHI 

2. Kernighan & Pike, “The UNIX Programming Environment”, PHI  



REFERENCE BOOKS: 

1. W.Richard Stevens, “UNIX Network Programming”, PHI, 1998. 

2. Richard Peterson, “The Complete Reference LINUX”, TMH 

3. Ritchie & Yates, “UNIX User Guide”. 
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(C2405b) LOW POWER VLSI DESIGN 

Elective-I 

 

Course Outcomes: 

 After completion of this subject, students will be able to 

 Understand the concepts of  velocity saturation, Impact Ionization and Hot Electron Effect 

 Implement Low power design approaches for system level and circuit level measures. 

 Design low power adders, multipliers, and memories for efficient design of systems. 

 

UNIT –I: 

Fundamentals: 
Need for Low Power Circuit Design, Sources of Power Dissipation – Switching Power Dissipation, Short 

Circuit Power Dissipation, Leakage Power Dissipation, Glitching Power Dissipation, Short Channel 

Effects –Drain Induced Barrier Lowering and Punch Through, Surface Scattering, Velocity Saturation, 

Impact Ionization, Hot Electron Effect.  

 

UNIT –II: 

Low-Power Design Approaches: 
Low-Power Design through Voltage Scaling – VTCMOS circuits, MTCMOS circuits, Architectural Level 

Approach –Pipelining and Parallel Processing Approaches. Switched Capacitance Minimization 

Approaches System Level Measures, Circuit Level Measures, Mask level Measures.  

 

UNIT –III: 

Low-Voltage Low-Power Adders: 
Introduction, Standard Adder Cells, CMOS Adder’s Architectures – Ripple Carry Adders, Carry Look 

Ahead Adders, Carry-Select Adders, Carry Save Adders, Low-Voltage Low-Power Design Techniques –

Trends of Technology and Power Supply Voltage, Low-Voltage Low-Power Logic Styles.  

 

UNIT –IV: 

Low-Voltage Low-Power Multipliers: 

 Introduction, Overview of Multiplication, Types of Multiplier Architectures, Braun Multiplier, 

BaughWooley Multiplier, Booth Multiplier, Introduction to Wallace Tree Multiplier. 

 

UNIT –V: 

Low-Voltage Low-Power Memories: 

 Basics of ROM, Low-Power ROM Technology, Future Trend and Development of ROMs, Basics of 

SRAM, Memory Cell, Pre-charge and Equalization Circuit, Low-Power SRAM Technologies, Basics of 

DRAM, Self-Refresh Circuit, Future Trend and Development of DRAM.  

 

TEXT BOOKS: 

1.CMOS Digital Integrated Circuits – Analysis and Design – Sung-Mo Kang, Yusuf Leblebici, TMH,     

    2011. 

2. Low-Voltage, Low-Power VLSI Subsystems – Kiat-Seng Yeo, Kaushik Roy, TMH Professional  

    Engineering. 

 

REFERENCE BOOKS:  

1. Introduction to VLSI Systems: A Logic, Circuit and System Perspective – Ming-BO Lin, CRC Press,  

    2011. 



2. Low Power CMOS Design – AnanthaChandrakasan, IEEE Press/Wiley International, 1998.  

3. Low Power CMOS VLSI Circuit Design – Kaushik Roy, Sharat C. Prasad, John Wiley & Sons, 2000. 
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(C2405c) ADVANCED COMPUTER ARCHITECTURE 

Elective-I 

Course objective:  

 To study about various parallel computer models and also to study the program and network 

properties 

 To study the concepts of pipelining and superscalar techniques.  

 To study about architectures of multiprocessors and multi-computers  

Course Outcome: 

After completion of the course, the students will be able to  

 Know about different parallel computer models and their network properties.   

 Understand about different concepts related to pipelining and superscalar techniques.  

 Get complete knowledge regarding multiprocessors and multi-computers. 

 

UNIT - I 

Parallel Computer Models – System attributes to performance, Multiprocessors and        

Multicomputers, Classifications of Architectures, Multivector and SIMD Computers, Architecture 

development tracks 

 

UNIT - II 

Program and Network Properties- Conditions for parallelism, Program Partitioning and Scheduling, 

Program flow mechanisms, System interconnect architectures,  Performance metrics, and measures, 

Parallel Processing Applications 

 

UNIT-III 

Processors and Memory Hierarchy- Advanced Processor Technology, Superscalar and Vector 

Processors, Memory hierarchy technology, Virtual Memory,  Backplane bus systems, Cache memory 

organizations, Shared memory organizations 

 

UNIT - IV 

Pipelining and Superscalar Techniques Linear Pipeline processors, Nonlinear pipeline processors, 

Instruction pipeline design, Arithmetic pipeline design, Superscalar and Super Pipeline Design 

 

UNIT- V 

Multiprocessors and MulticomputersMultiprocessor System Interconnects, Cache Coherence and 

Synchronization mechanisms, Three generations of Multicomputers, Message passing mechanisms, 

Vector Processing Principles, Principles of  Multithreading 

  

TTEEXXTT  BBOOOOKKSS::          

1. HHwwaanngg  kkaaii, “Advanced Computer Architecture”, McGraw-Hill, 2001. 

2. Patterson, DDaavviidd  aanndd  HHeennnneessssyy  JJoohhnn,,    Morgan Kaufmann,  “Computer Architecture”,2001. 

  

RREEFFEERREENNCCEE  BBOOOOKKSS        

1. William Stallings, Computer Organization, and Architecture, 8th Edition, Prentice-Hall India, 

2010. 

2. David A Patterson and John L. Hennesey, Computer Organization and Design, 4th Edition, 

Elsevier India, 2011. 



3. Andrew S Tanenbaum and James R Goodman, Structured Computer Organization, 5th Edition 

PrenticeHall India, 2009. 
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(C2406a) TRANSFORM TECHNIQUES 

Elective-II 

Course Objective: 

 Study of different types of transforms which can be applied for different types of signals. 

 To study the application of wavelets for different types of signals. 

 To study the applications of Multi-rate systems and filter banks. 

Course Outcome: 

After completion of the course, the student will be able to 

 Use different 1-d and 2-d transforms for different signals. 

 Apply wavelet transforms for different signals and will be able to appreciate its differences 

with other transformations. 

 Use differently advanced transforms such as DCT, DWT, and KLT for different applications 

like signal de noisy, sub-band coding of speech and music and signal compression. 

 

UNIT I: 

REVIEW OF TRANSFORMS: Signal spaces, the concept of convergence,  Hilbert spaces for energy 

signals, Orthogonality, Orthonormality, Fourier basis, FT-failure of FT-need for time-frequency analysis, 

spectrogram plot-phase space plot in time-frequency plane, Continuous FT, DTFT, Discrete Fourier 

Series and Transforms, Z-Transform. 

ADVANCE TRANSFORMS 

The relation between CFT-DTFT, DTFT-DFS, DFS-DFT, DCT (1D&2D), Walsh, Hadamard, Haar, 

Slant, KLT, Hilbert Transforms – definition, properties, and applications. 

 

UNIT II: 

CWT & MRA: Time-frequency limitations, tiling of time-frequency plane for STFT, Heisenberg 

uncertainty principle,Short-time Fourier Transform (STFT) analysis, shortcomings of STFT. 

NEED FOR WAVELETS: Wavelet Basis- Concept of Scale and its relation with frequency, Continuous 

time Wavelet Transform Equation- Series Expansion using Wavelets- CWT. 

 

UNIT III: 

NEED FOR SCALING FUNCTION: Multiresolution analysis, Tiling of time-scale plane for CWT. 

Important Wavelets: Haar, Mexican Hat Meyer, Shannon, Daubechies. 

SPECIAL TOPICS: Wavelet Packet Transform, Bi-orthogonal basis- B-splines, Lifting Scheme of 

Wavelet Generation-implementation. 

 

UNIT IV:  

MULTIRATE SYSTEMS, FILTER BANKS AND DWT: Basics of Decimation and Interpolation in 

time & frequency domains, Two-channel Filter bank, Perfect Reconstruction Condition, Relationship 

between Filter Banks and Wavelet basis, DWT Filter Banks for Daubechies Wavelet Function. 

 

UNIT V:  

APPLICATIONS OF TRANSFORMS: Signal De-noising, Sub-band Coding of Speech and Music, 

Signal Compression - Use of DCT, DWT, KLT. 

 

TEXT BOOKS: 

1. Jaideva C Goswami, Andrew K Chan, “Fundamentals of Wavelets- Theory, Algorithms and 

Applications”, John Wiley & Sons, Inc, Singapore, 1999. 



2. RaghuveerM.Rao and Ajit S. Bopardikar, “Wavelet Transforms-Introduction theory and applications” 

Pearson Edu, Asia, New Delhi, 2003. 

3. Soman.K.P, Ramachandran K.I, “Insight into Wavelets from Theory to Practice”, Prentice Hall India, 

First Edition, 2004. 

 

REFERENCE BOOKS: 

1. Vetterli M. Kovacevic, “Wavelets and subband coding”, PJI, 1995. 

2. C. Sydney Burrus, “Introduction to Wavelets and Wavelet Transforms”, PHI, First Edition, 1997. 

3. Stephen G. Mallat, “A Wavelet Tour of Signal Processing”, Academic Press, Second Edition,  

4. Jayaraman, “Digital Image Processing”, TMH,2009 

5. S.Jayaraman, S.Esakkirajan, T.Veera Kumar, “Digital Image Processing”, TMH,2009 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



G.PULLAIAH COLLEGE OF ENGINEERING AND TECHNOLOGY::KURNOOL     

(AUTONOMOUS) 

M.Tech I year I Semester (DECS)                        L     T   P    C 

                                     3        0        0           3      

(C2406b) STATISTICAL SIGNAL PROCESSING 

Elective-II 

Objective: 
The subject aims to make the students understand the statistical theory of telecommunication, which are 

the basics to learn analog and digital telecommunication 

 

Course outcomes: Students are able to 

 Show how the information is measured and able to use it for effective coding. 

 Summarize how the channel capacity is computed for various channels. 

 Use various techniques involved in basic detection and estimation theory to solve the problem. 

 Summarize the applications of detection theory in telecommunication. 

 Summarize the application of estimation theory in telecommunication. 

 

UNIT I  

Signal models and characterization: Types and properties of statistical models for signals and how they 

relate  to signal  processing, Common second-order  methods of  characterizing signals including 

autocorrelation, partial correlation, cross-correlation, power spectral density and cross power spectral 

density.  

 

UNIT II  

Spectral estimation:  Nonparametric methods  for estimation  of power  spectral density, autocorrelation, 

cross-correlation, transfer functions, and coherence form finite signal samples.  

 

UNIT III  

Review of  signal processing:  A  review on  random processes,  A review  on filtering  random  

processes, Examples.  

Statistical parameter  estimation:  Maximum likelyhood  estimation,  maximum a  posterior estimation, 

Cramer-Rao bound.  

 

UNIT IV  

Eigenstructure based frequency estimation: Pisarenko, MUSIC, ESPRIT their application sensor 

array direction finding.  

Spectrum  estimation:  Moving  average  (MA),  Auto  Regressive  (AR),  Auto  Regressive  Moving  

Average (ARMA), Various non-parametric approaches.  

 

UNIT V  

Wiener filtering: The finite impulse case, causal and non-causal infinite impulse responses cases, Least 

mean squares adaptation, recursive least squares adaptation, Kalman filtering.  

 

TEXT BOOKS:  

1.  Steven    M.Kay,    Fundamentals    of    statistical    signal   processing:    estimation  

     Theory, Pretice-Hall,1993.  

2.  Monsoon H. Hayes, Statistical Digital signal processing and modeling, USA, Wiley,1996.  

 

REFERENCE BOOKS:  

1.  DimitrisG.Manolakis, Vinay K.  Ingle, and Stephen M.  Kogon, Statistical and adaptive signal  

     processing, Artech House, Inc,2005, ISBN 1580536107 
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(C2406c) SPREAD SPECTRUM COMMUNICATION 

Elective-II 

OBJECTIVES:  

 To understand the basics of spread spectrum communication systems.  

 To understand the way in which spread spectrum is applied to CDMA.  

 To understand the performance of spread spectrum techniques.  

 

OUTCOMES:  

 To be able to arrive at detailed specifications of the spread spectrum systems.  

 To design the spread spectrum based systems for CDMA.  

 To be able to evaluate the performance of spread spectrum based systems. 

 

 

UNIT I    

PERFORMANCE CHARACTERIZATION OF DIGITAL DATA TRANSMISSION 
Detection of  binary signals  in  AWGN  -  Quadrature multiplexed  signaling schemes  -  Signaling 

through band  limited channels  -  Equalization of  digital data  transmission system  -  Realization 

imperfections  -  Degradations in  performance.   Communication in  the presence  of pulse  noise 

jamming  -  Low probability  detection scheme  -  Direct  Sequence  Spread  Spectrum  (DSSS)  and 

Frequency Hop Spread Spectrum Systems and examples of Spread Spectrum Systems.  

 

UNIT II    

SPREAD SPECTRUM SYSTEMS               

Direct sequence spread spectrum methods employing BPSK, QPSK, and MSK  -  Frequency Hop  

spread spectrum methods - Coherent slow frequency Hop technique - Non-coherent slow and fast  

frequency Hop spread spectrum techniques  - Hybrid DS/FH spread spectrum - Complex envelope 

representation of spread spectrum systems.    

 

UNIT III 

BINARY SHIFT REGISTER SEQUENCES FOR SPREAD SPECTRUM SYSTEMS  

Definition - PN sequence generator fundamentals - Maximal length sequences - Properties, Power 

spectrum and Polynomial tables for maximal length sequences  -  Gold codes  -  Rapid Acquisition 

systems - Non-linear code generators.            

 

UNIT IV   

SYNCHRONIZATION OF SPREAD SPECTRUM SYSTEMS    

Optimal tracking of wideband signals  -  Early-late tracking loops  -  Code tracking loops for FHSS  -

Optimum synchronization techniques  -  Multiple dwell and sequential detectors  -  Synchronization using 

a  matched filter  -  Synchronization by  estimating the  received spreading  code.  

 

UNIT V    

PERFORMANCE OF SPREAD SPECTRUM SYSTEM          

SS  Systems communications  models  -  Performance without  coding under  AWGN  and different 

jamming environments  -  spread spectrum  systems performances  with forwarding  error correction  -

Block coding  -  Convolutional coding and specific error correcting codes  -  Interleaving  -  Random 

coding bounds.  

 

 



TEXT BOOKS: 

1.  Ziemer  R  E  and   Peterson  R  L,  "Digital  Communication  and  Spread  Spectrum  Systems",  

    Macmillan Publishing Co., 1985. 

2.  Dixon R C, "Spread Spectrum Systems", Wiley Interscience, 1976. 

REFERENCE BOOKS: 

1.  Holms J K, "Coherent Spread Spectrum Systems", Wiley Interscience, 1982 
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(C2407) STRUCTURAL DIGITAL SYSTEM DESIGN   LAB 

 

 

Course Objective: 

 To understand about VHDL and Verilog Programming in all available styles. 

 To understand differences between Verilog and VHDL. 

 To represent the different digital blocks in Verilog and VHDL in all available styles of modeling 

Course Outcome: 

After completion of this course, the students will be able to understand 

 Different modeling styles available in VHDL and Verilog and difference between them 

 Difference between Verilog and VHDL 

 Representation of different digital modules in different modeling styles available in VHDL and 

Verilog 

 

Using VHDL or Verilog do the following experiments 

1.   Design of  4-bit adder/subtractor 

2.   Design of Booth Multiplier 

3.   Design of 4-bit ALU 

4.   Design SISO, SIPO, PISO, PIPO Registers 

5.   Design of Ripple, Johnson and Ring counters  

6.   Design of MIPS processor 

7.   Design of Washing machine controller 

8.   Design of Traffic Light Controller 

9.   Design “1010” pattern detector using Mealy state Machine 

10. Design “1100” recursive pattern detector using Moore state Machine 

11. Design simple Security System Using FSM/ASM 

12. Mini Project  

 

Tools Required: 

 VHDL or VERILOG  

 

Hardware Required: 

Computers with the latest Configuration. 
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(C2408) ADVANCED DIGITAL SIGNAL PROCESSING LAB 

 

Note: 

A. Minimum of 10 Experiments have to be conducted 

B. All Simulations are be carried out using MATLAB/DSP Processors/Labview 

Software & DSP Kits 

 

1. Study of various addressing modes of DSP using simple programming examples 

2. Generation of waveforms using recursive/filter methods 

3. Sampling of input signal and display 

4. Implementation of Linear and Circular Convolution for sinusoidal signals 

5. Framing & windowing of speech signal. 

6. Finding voice & unvoiced detection for each frame of the speech signal. 

7. IIR Filter Implementation using probe points 

8. Implementation of FIR filters on DSP processor 

9. Loop back using DSK kit 

10. Real-time signal enhancement using Adaptive Filter. 

11. Representation of different Q-formats using GEL function 

12. Verification of Finite word length effects (Overflow, Coefficient Quantization, Scaling 

       and Saturation mode in DSP processors) 

13. Image enhancement using spatial & frequency domain 

14. Implementation of Image segmentation techniques 

15. Extraction of frames from Video signal 
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(C2409) EMBEDDED SYSTEM DESIGN 

Course Objective: 

 To study about current technologies, integration methods and hardware and software design 

concepts associated with the processor in Embedded Systems. 

 To study about a simple low power microcontrollers and their applications 

 To get detail knowledge regarding testing and hardware software co- design issues pertaining to 

design of an Embedded System using low power microcontrollers 

Course Outcome: 

After completion of this course, the students will be able to understand 

 The issues relating to hardware and software design concepts associated with the processor in 

Embedded Systems. 

 The concept of low power microcontrollers. 

 The hardware-software co- design issues pertaining to the design of an Embedded System using 

low power microcontrollers. 

 

UNIT – I  

Introduction to Embedded Electronic Systems and Microcontrollers: 

An Embedded System-Definition, Embedded System Design and Development Life Cycle, An 

Introduction to Embedded system Architecture, The Embedded Systems Model, Embedded 

Hardware:The Embedded Board and the von Neumann Model, Embedded Processors: 

ISAArchitectureModels, Internal Processor Design, Processor Performance, Board Memory: Read-Only 

Memory (ROM), Random-Access Memory (RAM), Auxiliary Memory, Memory Management of 

External Memory and Performance,  Approaches to Embedded Systems, Small Microcontrollers, 

Anatomy of a Typical Small Microcontroller, Small Microcontrollers Memory, Embedded Software, 

Introduction to small microcontroller (MSP430). 

 

UNIT-II 

MSP430 – I: 

The architecture of the MSP430 Processor: Central Processing Unit, Addressing Modes, Constant 

Generator and Emulated Instructions, Instruction Set, Examples, Reflections on the CPU and Instruction 

Set, Resets, Clock System, Memory, and Memory Organization. 

Functions, Interrupts, and Low-Power Mode: Functions and Subroutines, Storage for Local Variables, 

Passing Parameters to a Subroutine and Returning a Result, Mixing C, and Assembly Language, 

Interrupts, Interrupt Service Routines, Issues Associated with Interrupts, Low-Power Modes of Operation. 

 

UNIT – III 

MSP430 – II: 

Digital Input, Output, and Displays: Parallel Ports, Digital Inputs, Switch Debounce, Digital Outputs, 

Interface between Systems, Driving Heavier Loads, Liquid Crystal Displays, Simple Applications of the 

LCD. 

Timers: Watchdog Timer, Timer_A, Timer_A Modes, Timer_B, Timer_B Modes, Setting the Real-Time 

Clock, State Machines. 

 

UNIT – IV  

MSP430 Communication: 

Communication Peripherals in the MSP430, Serial Peripheral Interface, SPI with the USI, SPI with the 

USCI, A Thermometer Using SPI Modes, Inter-integrated Circuit Bus(I²C) and its operations, State 

Machines for I²C Communication,  A Thermometer Using I²C, Asynchronous Serial Communication, 



Asynchronous Communication with the USCI_A, A Software UART Using Timer_A, Other Types of 

Communication. 

 

UNIT – V  

MSP430 Case Studies: 

Introduction to Code Composer Studio (CC Studio Ver. 6.1) a tutorial, A Study of blinking LED, 

Enabling LED using Switches, UART Communication, LCD interfacing, Interrupts, Analog to Digital 

Conversion, General Purpose input and output ports, I
2
C. 

 

TEXT BOOKS: 

1. Tammy Noergaard “Embedded Systems Architecture: A Comprehensive Guide for Engineers and 

Programmers”, Elsevier(Singapore) Pvt.Ltd.Publications, 2005. 

2. John H. Davies “MSP430 Microcontroller Basics”, Elsevier Ltd Publications, Copyright 2008. 

 

REFERENCE BOOKS: 

1. Manuel Jiménez Rogelio, PalomeraIsidoroCouvertier “Introduction to Embedded SystemsUsing 

Microcontrollers and the MSP430” Springer Publications, 2014. 

2. Frank Vahid, Tony D. Givargis, “Embedded system Design: A Unified Hardware/Software 

Introduction”, John Wily & Sons Inc.2002. 

3. Peter Marwedel, “Embedded  System Design”, Science Publishers, 2007. 

4. Arnold S Burger, “Embedded System Design”, CMP Books, 2002. 

5. Rajkamal, “Embedded Systems: Architecture, Programming, and Design”, TMH Publications, 

Second Edition, 2008. 
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(C2410) DIGITAL IMAGE AND VIDEO PROCESSING 

OBJECTIVES:  

 To provide the basic concepts of image & pattern recognition.  

 To give an exposure to basic image processing and modeling techniques.  

 To provide an understanding of various concepts related to video object extraction.  

 To prepare students for development and implementation of algorithms  

 

OUTCOMES:  

  To be able to design pattern recognition systems.  

 To design and implement feature extraction techniques for a given application.  

 To design a suitable classifier for a given application.  

 

UNIT-I  

IMAGE FUNDAMENTALS AND TRANSFORMS  

Image Representation- Sampling and Quantization - Two-dimensional DFT- Discrete Cosine Transform - 

Walsh - Hadamard transforms - Wavelet transform - Construction of Wavelets-Types of wavelets - 

principal component analysis.  

 

UNIT -II  

PROCESSING AND MODELING OF IMAGES  

Pre-processing -Point operations – contrast stretching – Histogram - Histogram equalization - Image 

segmentation- pixel based, edge based, region based segmentation - Morphological image processing - 

Edge and texture models - Image registration - Colour Image Processing – 

UNIT-III  

SPATIAL FEATURE EXTRACTION  

Feature selection - Localized feature extraction- Boundary Descriptors - Moments - Texture Descriptors - 

Co-occurrence Features  

 

UNIT-IV  

CLASSIFIERS  

Kernel-based approaches - clustering methods - Maximum Likelihood Estimation- Bayesian approach- 

Pattern Classification  

 

UNIT-V 

 VIDEO OBJECT EXTRACTION  

Background subtraction – Frame difference - Static and dynamic background modeling - optical flow 

techniques-Handling occlusion- scale and appearance changes - Shadow removal. 

 

TEXT BOOKS: 

1. A.K.Jain, “Fundamentals of Digital Image Processing”, Prentice-Hall, 2002.  

2. R.C.Gonzalez and R.E.Woods, „Digital Image Processing‟, Second Edition, Pearson Education, 2002.  

3. A.Bovik, “Handbook of Image and Video Processing”, 2nd Edition, Academic Press, 2005. 

REFERENCE BOOKS:  

1. Mark Nixon and Alberto Aguado, “Feature Extraction and Image Processing”, Academic Press, 2008.  

2. John C.Russ, “The Image Processing Handbook”, CRC Press, 2007. 

3. Richard O. Duda, Peter E. Hart and David G. Stork., “Pattern Classification”, Wiley, 2001  
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(C2411) SENSORS AND ACTUATORS 

Objectives 

 To introduce the student to some basic principles and techniques of micro sensors and actuators 

 understanding basic laws and phenomena on which operation of sensors and actuators-

transformation of energy is based, 

 

Outcomes: The student should after the course: 

 Have knowledge about of the working principles and architecture of a large number of sensors 

and their elements. 

 Be able to choose and use sensors and equipment for measuring mechanical quantities and 

temperature. 

 Have knowledge about the architecture and working principles of the most common electrical 

motor types. 

 Be able to choose and use electrical drives and actuators. 

 Be able to cooperate in an active way with specialists in these areas. 

 

UNIT -I: 

Sensors / Transducers: 

Principles – Classification – Parameters – Characteristics - Environmental Parameters (EP) – 

Characterization Mechanical and Electromechanical Sensors: Introduction – Resistive Potentiometer – 

Strain Gauge – Resistance Strain Gauge – Semiconductor Strain Gauges -Inductive Sensors: Sensitivity 

and Linearity of the Sensor –Types-Capacitive Sensors:– Electrostatic Transducer– Force/Stress Sensors 

Using Quartz Resonators – Ultrasonic Sensors  

UNIT –II 

Thermal Sensors:  

Introduction – Gas thermometric Sensors – Thermal Expansion Type Thermometric Sensors – Acoustic 

Temperature Sensor – Dielectric Constant and Refractive Index thermosensors – Helium Low 

Temperature Thermometer – Nuclear Thermometer – Magnetic Thermometer – Resistance Change Type 

Thermometric Sensors –Thermoemf Sensors– Junction Semiconductor Types– Thermal Radiation 

Sensors –Quartz Crystal Thermoelectric Sensors – NQR Thermometry – Spectroscopic Thermometry – 

Noise Thermometry – Heat Flux Sensors Magnetic sensors: Introduction – Sensors and the Principles 

Behind – Magnetoresistive Sensors – Anisotropic Magnetoresistive Sensing – Semiconductor 

Magnetoresistors– Hall Effect and Sensors – Inductance and Eddy Current Sensors– Angular/Rotary 

Movement Transducers – Synchros – Synchro-resolvers - Eddy Current Sensors – Electromagnetic 

Flowmeter – Switching Magnetic Sensors SQUID Sensors  

UNIT -III  

Radiation Sensors:  

Introduction – Basic Characteristics – Types of Photosensors/Photodetectors– X-ray and Nuclear 

Radiation Sensors– Fiber Optic Sensors Electroanalytical Sensors: Introduction – The Electrochemical 

Cell – The Cell Potential - Standard Hydrogen Electrode (SHE) – Liquid Junction and Other Potentials – 



Polarization – Concentration Polarization-– Reference Electrodes - Sensor Electrodes – Electroceramics 

in Gas Media.  

UNIT –IV 

Smart Sensors:  

Introduction – Primary Sensors – Excitation – Amplification – Filters – Converters – Compensation– 

Information Coding/Processing - Data Communication – Standards for Smart Sensor Interface – The 

Automation Sensors –Applications: Introduction – On-board Automobile Sensors (Automotive Sensors)– 

Home Appliance Sensors – Aerospace Sensors –– Sensors for Manufacturing –Sensors for Environmental 

Monitoring  

UNIT -V: 

 Actuators:  

Pneumatic and Hydraulic Actuation Systems- Actuation systems – Pneumatic and hydraulic systems - 

Directional Control Valves – Pressure control valves – Cylinders - Servo and proportional control valves 

– Process control valves – Rotary actuators Mechanical Actuation Systems- Types of motion – Kinematic 

chains – Cams – Gears – Ratchet and pawl – Belt and chain drives – Bearings – Mechanical aspects of 

motor selection Electrical Actuation Systems-Electrical systems -Mechanical switches – Solid-state 

switches Solenoids – D.C. Motors – A.C. motors – Stepper motors  

TEXTBOOKS 

1. D. Patranabis – “Sensors and Transducers” –PHI Learning Private Limited.  

2. W. Bolton – “Mechatronics” –Pearson Education Limited.  

REFERENCE BOOKS 

1. Sensors and Actuators – D. Patranabis – 2nd Ed., PHI, 2013 
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(C2412) WIRELESS COMMUNICATIONSAND NETWORKS 

Course Outcomes 

After completion of the course students able to 

 Understand concepts of wireless communication systems and their applications. 

 Know about the mobile radio propagation techniques and detailed understanding in wireless 

mobile communication. 

 Understand communication networks and detailed analysis of wireless communications networks. 

 Understand the different protocols used for wireless communication systems and networks.  

UNIT –I The Cellular Concept-System Design Fundamentals: 

Introduction, Frequency Reuse, Channel Assignment Strategies, Handoff Strategies- Prioritizing 

Handoffs, Practical Handoff Considerations, Interference and system capacity – Co-channel Interference 

and system capacity, Channel Planning for Wireless Systems, Adjacent Channel Interference , Power 

Control for Reducing interference, Trunking and Grade of Service, Improving Coverage & Capacity in 

Cellular Systems- Cell Splitting, Sectoring .  

UNIT –II Mobile Radio Propagation: 

Large-Scale Path Loss: Introduction to Radio Wave Propagation, Free Space Propagation Model, Relating 

Power to Electric Field, The Three Basic Propagation Mechanisms, Reflection-Reflection from 

Dielectrics, Brewster Angle, Reflection from perfect conductors, Ground Reflection (Two-Ray) Model, 

Diffraction-Fresnel Zone Geometry, Knife-edge Diffraction Model, Multiple knife-edge Diffraction, 

Scattering, Outdoor Propagation Models- LongleyRyce Model, Okumura Model, Hata Model, PCS 

Extension to Hata Model, Walfisch and Bertoni Model, Wideband PCS Microcell Model, Indoor 

Propagation Models-Partition losses (Same Floor), Partition losses between Floors, Log-distance path loss 

model, Ericsson Multiple Breakpoint Model, Attenuation Factor Model, Signal penetration into buildings, 

Ray Tracing and Site Specific Modeling.  

UNIT –III Mobile Radio Propagation: 

Small –Scale Fading and Multipath: Small-Scale Multipath propagation-Factors influencing small scale 

fading, Doppler shift, Impulse Response Model of a multipath channel- Relationship between Bandwidth 

and Received power, Small-Scale Multipath Measurements-Direct RF Pulse System, Spread Spectrum 

Sliding Correlator Channel Sounding, Frequency Domain Channels Sounding, Parameters of Mobile 

Multipath Channels-Time Dispersion Parameters, Coherence Bandwidth, Doppler Spread and Coherence 

Time, Types of Small-Scale Fading-Fading effects Due to Multipath Time Delay Spread, Flat fading, 

Frequency selective fading, Fading effects Due to Doppler Spread-Fast fading, slow fading, Statistical 

Models for Multipath Fading Channels-Clarke’s model for flat fading, spectral shape due to Doppler 

spread in Clarke’s model, Simulation of Clarke and Gans Fading Model, Level crossing and fading 

statistics, Two-ray Rayleigh Fading Model. 

 

 

 

 



 

UNIT –IV Equalization and Diversity: 

Introduction, Fundamentals of Equalization, Training A Generic Adaptive Equalizer, Equalizers in a 

communication Receiver, Linear Equalizers, Nonlinear Equalization-Decision Feedback Equalization 

(DFE), Maximum Likelihood Sequence Estimation (MLSE) Equalizer, Algorithms for adaptive 

equalization-Zero Forcing Algorithm, Least Mean Square Algorithm, Recursive least squares algorithm. 

Diversity Techniques-Derivation of selection Diversity improvement, Derivation of Maximal Ratio 

Combining improvement, Practical Space Diversity Consideration-Selection Diversity, Feedback or 

Scanning Diversity, Maximal Ratio Combining, Equal Gain Combining, Polarization Diversity, 

Frequency Diversity, Time Diversity, RAKE Receiver.  

UNIT –V Wireless Networks:  

Introduction to Wireless Networks, Advantages and Disadvantages of Wireless Local Area Networks, 

WLAN Topologies, WLAN Standard IEEE 802.11, IEEE 802.11 Medium Access Control, Comparision 

of IEEE 802.11 a,b,g and n standards, IEEE 802.16 and its enhancements, Wireless PANs, HiperLan, 

WLL.  

TEXTBOOKS 

1. Wireless Communications, Principles, Practice – Theodore, S. Rappaport, 2nd Ed., 2002, PHI.  

2. Wireless Communications-Andrea Goldsmith, 2005 Cambridge University Press.  

3. Mobile Cellular Communication – GottapuSasibhushanaRao, Pearson Education, 2012. 

REFERENCE BOOKS 

1. Principles of Wireless Networks – KavehPahLaven and P. Krishna Murthy, 2002, PE  

2. Wireless Digital Communications – KamiloFeher, 1999, PHI.  

3. Wireless Communication and Networking – William Stallings, 2003, PHI.  

4. Wireless Communication – UpenDalal, Oxford Univ. Press 5. Wireless Communications and 

Networking – Vijay K. Gary, Elsevier 
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(C2413a) INTERNET OF THINGS 

Elective-III 

Course description and objectives: 

Students will be explored to the interconnection and integration of the physical world and the 

cyberspace. They are also able to design & develop IOT Devices. 

 

Course Outcomes: 

 Able to understand the application areas of IOT 

 Able to realize the revolution of Internet in Mobile Devices, Cloud & Sensor Networks 

 Able to understand building blocks of Internet of Things and characteristics. 

 

Unit I 

Introduction & Concepts: Introduction to Internet of Things, Physical Design of IOT, Logical Design of 

IOT, IOT Enabling Technologies, IOT Levels. 

 

Unit II 

Domain Specific IOTs: Home Automation, Cities, Environment, Energy, Retail, Logistics, Agriculture, 

Industry, Health & Life Style. 

 

Unit III 

M2M & System Management with NETCONF-YANG: M2M, Difference between IOT and M2M, SDN 

and NFV for IOT, Software-defined Networking, Network Function Virtualization, Need for IOT 

Systems Management, Simple Network Management Protocol, Limitations of SNMP, Network Operator 

Requirements, NETCONF, YANG, IOT Systems management with NETCONF-YANG. 

 

Unit IV 

Developing Internet of Things & Logical Design using Python: Introduction, IOT Design Methodology, 

Installing Python, Python Data Types & Data Structures, Control Flow, Functions, Modules, Packages, 

File Handling, Date/ Time Operations, Classes, Python Packages 

 

Unit V 

IOT Physical Devices & Endpoints: What is an IOT Device, Exemplary Device, Board, Linux on 

Raspberry Pi, Interfaces, and Programming & IOT Devices. 

 

TEXT BOOKS: 

       1. Vijay Madisetti, ArshdeepBahga,” Internet of Things A Hands-On- Approach”,2014, 

            ISBN:978 0996025515 

REFERENCE BOOKS: 

1. Adrian McEwen, “Designing the Internet of Things”, Wiley Publishers, 2013, ISBN: 

    978-1-118-43062-0 

2. Daniel Kellmereit, “The Silent Intelligence: The Internet of Things”. 2013, ISBN 
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(C2413b) SPEECH PROCESSING 

Course Objective: 

 To understand how speech signals are processed for Analysis and Synthesis. Also to understand 

speech processing in the context of its creation (anatomy, classification of sounds, etc.) as well as 

in its perception (psychology & neuroscience). 

 To analyze tools that are needed for analysis and synthesis, in the areas of digital signal 

processing for time-frequency analysis.  

Course Outcome: 

 After completing the course, the student will be familiar with the principles and the  

techniques used in speech processing. This includes speech synthesis, speech coding   , and speech 

recognition. 

 

UNIT I 
FUNDAMENTALS OF DIGITAL SPEECH PROCESSING: Anatomy & Physiology of Speech 

organs, the process of speech production, the acoustic theory of speech production, Digital models for 

speech signals. 

TIME DOMAIN MODELS FOR SPEECH PROCESSING: Introduction- Window considerations,   

Short time energy and   average magnitude Short time average zero crossing rate ,Speech vs silence 

discrimination using Average energy and zero crossing, Pitch period estimation using  parallel processing 

approach, The short-time autocorrelation function, The short time average magnitude difference function, 

Pitch period estimation using the autocorrelation function. 

 

UNIT II 
LINEAR PREDICTIVE CODING (LPC) ANALYSIS: Basic Principles of Linear Predictive Analysis: 

The Autocorrelation Method, The Covariance Method, Solution of LPC Equations:   Cholesky   

Decomposition,   Solution   for   Covariance   Method,   Durbin’s   Recursive   Solution   for   the 

Autocorrelation  Equations,  Comparison  between  the  Methods  of  Solution  of  the  LPC  Analysis  

Equations, Applications of LPC Parameters: Pitch Detection using LPC Parameters, Formant Analysis 

using LPC Parameters. 

 

UNIT III 
HOMOMORPHIC SPEECH PROCESSING: Introduction,   Homomorphic   Systems for   

Convolution:   Properties of   the   Complex   Cepstrum,   Computational Considerations, the Complex 

Cepstrum of Speech, Pitch Detection, Formant Estimation, TheHomomorphicVocoder. 

SPEECH ENHANCEMENT: Nature of interfering sounds, Speech enhancement techniques, Spectral 

subtraction, Enhancement by re-synthesis. 

 

UNIT IV 
AUTOMATIC SPEECH RECOGNITION: Basic pattern recognition approaches, Parametric 

representation of speech, Evaluating the similarity of speech patterns, Isolated Digit Recognition System, 

Continuous Digit Recognition System 

SPEAKER RECOGNITION: Recognition techniques, Features that distinguish speakers, Speaker 

Recognition Systems: Speaker Verification System, Speaker Identification System. 

 

UNIT V 
HIDDEN MARKOV MODEL (HMM) FOR SPEECH: Hidden Markov model (HMM) for speech 

recognition, Viterbi algorithm, Training and testing using HMMS, Adapting to variability in speech, 

Language models. 



 

TEXT BOOKS: 

1. L.R Rabiner and S.W.Schafer, “Digital processing of speech signals”, Pearson. 

2. Douglas O Shaughnessy, “Speech Communication”, Second Edition Oxford University Press, 2000. 

3. L.R Rabiner and B.H.Juang, “Fundamentals of Speech Recognition”  

 

REFERENCE BOOKS: 

1. Thomas F. Qatari, “Discrete-Time Speech Signal Processing”, 1/e, Pearson 

2. Ben Gold & Nelson Morgan, “Speech & Audio Signal Processing”, 1/e, Wiley 
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(C2413c) SOFTWARE DEFINED RADIO 

Elective-III  

Course Objective: 

 To study about requirements, benefits and different models for Software Defined Radio 

 To study in detail about Software Defined Radio Architectures for performance 

optimization 

 To get complete knowledge regarding the functioning of different blocks and techniques 

associated with Software Defined Radio. 

Course Outcome: 

After completion of this course, the students will be able to  

 Analyze requirements, benefits and different models for Software Defined Radio. 

  UUnnddeerrssttaanndd  in detail about Software Defined Radio Architectures for performance 

optimization.  

  Gets complete knowledge regarding the functioning of different blocks and techniques 

associated with Software Defined Radio.  

UNIT-I 

Requirement for Software defined radio, Benefits of multi-standard terminals, Operational requirements, 

models for SDR, Smart antenna systems,  

UNIT - II 

Software defined radio architectures, Hardware specifications, Digital aspects of Software-defined radio, 

Current technology limitations, minimum power consumption, ADC performance trends 

UNIT-III 

Flexible RF receiver architectures,  Digital Receiver, Single carrier and multi-carrier designs,  

undersampling, oversampling, Noise figure,  Receiver sensitivity, ADC spurious signals 

UNIT-IV 

Multiband Flexible receiver design, RF Transmit/receive switch, Image rejection mixing, Dynamic range 

enhancement,  Feed-forward techniques, cascaded nonlinearity techniques 

UNIT - V 

Flexible transmitters, Power Amplifiers,  Analog quadrature upconversion, Interpolated bandpass 

upconversion,  PLL based modulator transmitter,  All-pass filtering, Polyphase filtering  

 

TEXT BOOKS: 

1. P Kensington, “RF and Baseband Techniques for Software Defined Radio”, Artec House, 2005 

2. JoukoVanakka, “Digital Synthesizers And Transmitter For Software Radio”, Springer, 2005 

 

REFERENCE BOOKS: 

1. Wally H. W. Tuttlebee, “Software Defined Radio: Baseband Technologies for 3G Handsets and Base    

    stations”, John Wiley &sons, 2003 
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(C2414a) NETWORK SECURITY AND CRYPTOGRAPHY 

Elective-IV 

 

Course Objective: 

 To study about need and role of security and cryptography in computer networks. 

 To study about different techniques associated with encryption. 

 To study about different algorithms associated with computer networks. 

 To study about different security architecture and design issues related to firewalls. 

Course Outcome: 

After completion of this course, students will be able to know 

 The need and role of security and cryptography in computer networks. 

 Gain knowledge about different techniques associated with encryption. 

 Functioning of different algorithms associated with computer networks. 

 Gain knowledge regarding different security architecture and design issues related to firewalls. 

UNIT – I 

Introduction: Attacks, services, and mechanisms, security attacks, security services, a model for 

internetwork security, protection through cryptography, the role of cryptography in network security. 

 

UNIT – II 

Conventional Encryption: Substitution techniques and transposition techniques, block cipher principles, 

block cipher design principles, block cipher modes of operation. The data encryption standard   

 

UNIT – III 

Public-key encryption: Principles of public-key cryptosystems, the RSA algorithm, key management. 

Authentication requirements, authentication functions, message authentication codes, hash functions. 

 

UNIT – IV 

Digital Signatures and Authentication Protocols: Digital signatures, Digital signature standard, 

Authentication Protocols, MD5, message digest algorithm, secure hash algorithm, HMAC. 

 

UNIT – V 

Mall Security & IP Security: Pretty good privacy, IP security overview, IP security architecture, 

Intruders, viruses and related threats, firewall design principles 

 

TEXT BOOKS: 

1. W. Stallings, “Cryptography & Network Security”, 3/e, PHI, 2003 

2. Eric Maiwald, “Fundamental of Network Security”, Dreamtech Press Osborne  MGH, 2004 

 

REFERENCE BOOKS: 

1. Sean Convery, “ Network Security Architectures, Published by Cisco Press, First Ed. 2004. 

2. AtulKahate, “Cryptography and Network Security”, Tata McGraw-Hill, 2003. 

3. Bruce Schneier, “Applied Cryptography”, John Wiley and Sons Inc, 2001. 

4. Stewart S. Miller, “Wi-Fi Security”, McGraw Hill, 2003.  

5. Charles B. Pfleeger, Shari Lawrence Pfleeger, “Security In Computing”, 3rd Edition, Pearson 

Education, 2003.  

6. Jeff Crume, “Inside Internet Security” Addison-Wesley, 2005. 
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(C2414b) WIRELESS ADHOC NETWORKS 

Elective-IV 

 

OBJECTIVES:  

 To introduce the characteristic features of ad-hoc wireless networks and their applications to the 

students.  

 To enable the student to understand the functioning of different access and routing protocols that 

can be used for ad-hoc networks.  

 To enable the student to understand the need for security and the challenges and also the role of 

cross layer design in enhancing the network performance.  

 

OUTCOMES:  

 The student would be able to demonstrate an understanding of the trade-offs involved in the 

design of ad-hoc networks  

 The student would be able to design and implement protocols suitable to ad-hoc communication 

scenario using design tools and characterize them.  

 The student is exposed to the advances in ad-hoc network design concepts.  

 

UNIT I  

INTRODUCTION  Introduction to Ad Hoc networks – definition, characteristics features,  applications. 

Characteristics of Wireless channel, Adhoc Mobility Models: - entity and group models.  

 

UNIT II  

MEDIUM ACCESS PROTOCOLS  

design issues, goals and classification. Contention based protocols, reservation based protocols, 

scheduling algorithms, protocols using directional antennas. IEEE standards: 802.11a, 802.11b, 802.11g, 

802.15. HIPERLAN. 

 

UNIT III  

NETWORK PROTOCOLS  

Addressing issues in ad hoc network, Routing Protocols: Design issues, goals and classification.Proactive 

Vs Reactive routing, Unicast routing algorithms, Multicast routing algorithms, hybrid routing algorithm, 

Power/ Energy aware routing algorithm, Hierarchical Routing, QoS aware routing. 

 

UNIT IV  

END -TO - END DELIVERY AND SECURITY  

Transport layer: Issues in designing- Transport layer classification, ad-hoc transport protocols. Security 

issues in ad-hoc networks: issues and challenges, network security attacks, secure routing protocols.  

 

UNIT V 

CROSS-LAYER DESIGN AND INTEGRATION  

Cross-layer Design: Need for cross-layer design, cross layer optimization, parameter optimization 

techniques, Cross-layer cautionary perspective, Co-operative Networks:- Architecture, methods of co-

operation, co-operative antennas, Integration of ad hoc network with other wired and wireless networks.  

 

 

 



TEXT BOOKS: 

1. C.Siva Ram Murthy and B.S.Manoj, ―Ad hoc Wireless Networks Architectures and protocols‖, 

2nd edition, Pearson Education. 2007  

2. Charles E. Perkins, ―Ad hoc Networking‖, Addison – Wesley, 2000  

3. Stefano Basagni, Marco Conti, Silvia Giordano and Ivan Sto Meno Vic, ―Mobile ad-hoc 

networking‖, Wiley-IEEE Press, 2004.  

REFERENCE BOOKS:  
1. Mohammad Ilyas, ―The Handbook of ad-hoc wireless networks‖, CRC Press, 2002.  

2. T. Camp, J. Boleng, and V. Davies ―A Survey of Mobility Models for Ad Hoc Network 

Research,‖ Wireless Communication and Mobile Comp., Special Issue on Mobile Ad Hoc 

Networking Research, Trends and Applications, vol. 2, no. 5, 2002, pp. 483–502.  

3. Fekri M. Abduljalil and Shrikant K. Bodhe, ―A survey of integrating IP mobility protocols and 

Mobile Ad hoc networks‖, IEEE Communication Survey and tutorials, v 9.no.1 2007.  

4. ErdalÇayırcı and ChunmingRong c, ― Security in Wireless Ad Hoc and Sensor Networks 2009, 

John Wiley & Sons, Ltd. ISBN: 978-0-470-02748-6  
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(C2414c) OPTICAL COMMUNICATION TECHNOLOGY 

Elective-IV 

 

Course Outcomes: 

 Distinguish Step Index, Graded index fibers and compute mode volume.  

 Explain the Transmission Characteristics of fiber and Manufacturing techniques of fiber/cable.  

 Classify the construction and characteristics of optical sources and detectors.  

 Discuss splicing techniques, passive optical components and explain noise in the optical system.  

 Design short haul and long haul Analog/ Digital optical communication system and explain 

advanced optical transmission systems 

 

UNIT –I: 

Signal Propagation in Optical Fibers: 

Geometrical Optics approach and Wave Theory approach, Loss and Bandwidth, ChromaticDispersion, 

Non-Linear Effects- Stimulated Brillouin and Stimulated Raman Scattering, Propagation in a Non-Linear 

Medium, Self-Phase Modulation, and Cross-Phase Modulation, Four Wave Mixing, Principle of Solitons. 

 

UNIT –II: 

Fiber Optic Components for Communication & Networking: 

Couplers, Isolators and Circulators, Multiplexers, Bragg Gratings, Fabry-Perot Filters, MachZender 

Interferometers, Arrayed Waveguide Grating, Tunable Filters, High Channel CountMultiplexer 

Architectures, Optical Amplifiers, Direct and External Modulation Transmitters, Pump Sources for 

Amplifiers, Optical Switches and Wavelength Converters. 

 

UNIT –III: 

Modulation and Demodulation: 

Signal formats for Modulation, Subcarrier Modulation, and Multiplexing, Optical Modulations – 

Duobinary, Single Side Band and Multilevel Schemes, Ideal and Practical receivers forDemodulation, Bit 

Error Rates, Timing Recovery and Equalization, Reed-Solomon Codes forError Detection, and 

Correction. 

 

UNIT -IV: 

Transmission System Engineering: 

System Model, Power Penalty in Transmitter and Receiver, Optical Amplifiers, Crosstalk andReduction 

of Crosstalk, Cascaded Filters, Dispersion Limitations, and CompensationTechniques. 

 

UNIT –V: 

Fiber Nonlinearities and System Design Considerations: 

Limitation in High Speed and WDM Systems due to Non-linearities in Fibers, WavelengthStabilization 

against Temperature Variations, Overall System Design considerations – FiberDispersion, Modulation, 

Non-Linear Effects, Wavelengths, All-Optical Networks. 

 

TEXT BOOKS: 

1. Optical Networks: A Practical Perspective - Rajiv Ramaswami and Kumar N. 

2. Sivarajan, 2nd Ed., 2004, Elsevier Morgan Kaufmann Publishers (An Imprint of Elsevier). 

Optical Fiber Communications – Gerd Keiser, 3rd Ed., 2000, McGraw-Hill. 

 



REFERENCE BOOKS: 

1. Optical Fiber Communications: Principles and Practice – John.M.Senior, 2nd Ed., 2000, PE. 

2. Fiber Optics Communication – Harold Kolimbris, 2nd Ed., 2004, PEI 

3. Optical Networks: Third Generation Transport Systems – Uyless Black, 2nd Ed., 2009, PEI 

4. Optical Fiber Communications – GovindAgarwal, 2nd Ed., 2004, TMH. 

5. Optical Fiber Communications and Its Applications – S.C.Gupta, 2004, PHI. 
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(C2415) ADVANCED COMMUNICATION SYSTEMS LAB 

 

Note:  

         1)  Minimum of 10 Experiments have to be conducted  

         2)  All Experiments may be Simulated using MATLAB and to be verified using related training kits.  

 

1. Measurement of Bit Error Rate using Binary Data  

2. Determination of output of convolution Encoder for a given sequence  

3. Determination of output of convolution Decoder for a given sequence  

4. Efficiency of Direct Sequence Spread Spectrum Technique  

5. Simulation of Frequency Hopping (FH) Spread- Spectrum  

6. Implementation of an optimum receiver for the AWGN channel.  

7. Measurement of the effect of Inter-Symbol Interference.  

8. Design of FSK system  

9. BPSK Modulation and Demodulation Techniques 

 10. DQPSK Modulation and Demodulation Techniques  

11. 8-QAM Modulation and Demodulation Techniques  

12. OFDM Transceiver design  

13. Performance evaluation of CDMA system  

14. Implementation of QPSK Modulation with Rayleigh Fading and AWGN channel 
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(C2416)  EMBEDDED SYSTEM DESIGN LAB 

List of Experiments  

PART – A  

Using Embedded C  

Note: Any 10 Programs from the following  
1. Write a simple program to print “hello world”  

2. Write a simple program to show a delay.  

3. Write a loop application to copy values from P1 to P2  

4. Write a c program for counting the no of times that a switch is pressed & released.  

5. Illustrate the use of port header file (port M) using an interface consisting of a keypad and liquid crystal 

display.  

6. Write a program to create a portable hardware delay.  

7. Write a c program to test loop timeouts.  

8. Write a c program to test hardware based timeout loops.  

9. Develop a simple EOS showing traffic light sequencing.  

10. Write a program to display elapsed time over the RS-232 link.  

11. Write a program to drive SEOS using Timer 0.  

12. Develop software for milk pasteurization system.  

 

PART – B  

Note. Any 6 Programs from the following (Experiment – 1 is mandatory)  
1. A Study of Code Composer Studio (CC Studio Latest Version)  

2. Flashing a light by a software delay.  

3. Displaying Characters on LCD.  

4. Serial Communication using UART.  

5. Basic Input and Output using MSP430 UART.  

6. Interrupt Handling using MSP430.  

7. Analog to Digital Conversion using MSP430.  

8. Interfacing External Devices to GPIO Ports  

 

Equipment’s Required:  
1. Computer with latest configurations  

2. Code Composer Studio v6.1 (Preferably Latest version)  

3. MSP430/ARM based Hardware kits and add-on boards.  
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(C2215a) RESEARCH METHODOLOGY 

(Elective V-OPEN ELECTIVE ) 

 

UNIT I 

 

Meaning of Research – Objectives of Research – Types of Research – Research Approaches – 

Guidelines for Selecting and Defining  a Research Problem – research Design – Concepts related 

to Research Design – Basic Principles of Experimental Design. 

 

UNIT II 

 

Sampling Design – steps in Sampling Design –Characteristics of a Good Sample Design – 

Random Sampling  Design. 

Measurement and Scaling Techniques-Errors in Measurement – Tests of Sound Measurement – 

Scaling  and Scale Construction Techniques – Time Series Analysis – Interpolation and 

Extrapolation. 

Data Collection Methods – Primary Data – Secondary data – Questionnaire Survey and 

Interviews. 

 

UNIT III 

 

Correlation and Regression Analysis – Method of Least Squares – Regression vs Correlation – 

Correlation vs Determination – Types of Correlations and Their Applications 

 

UNIT IV 

 

Statistical Inference: Tests of Hypothesis – Parametric vs Non-parametric Tests – Hypothesis 

Testing Procedure – Sampling Theory – Sampling Distribution – Chi-square Test – Analysis of 

variance and Co-variance – Multi-variate Analysis.  

 

UNIT V 

 

Report Writing and Professional Ethics: Interpretation of Data – Report Writing – Layout of a 

Research Paper – Techniques of Interpretation- Making Scientific Presentations in Conferences 

and Seminars – Professional Ethics in Research. 

 

Text Books: 

 

Research Methodology:Methods And Techniques – C.R.Kothari, 2
nd

 Edition,New Age 

International Publishers. 

Research Methodology: A Step By Step Guide For Beginners- Ranjit Kumar, Sage Publications 

(Available As Pdf On Internet) 

Research Methodology And Statistical Tools – P.Narayana Reddy And G.V.R.K.Acharyulu, 1
st
 

Edition,Excel Books,New Delhi. 



 

REFERENCES: 

 

      1. Scientists Must Write - Robert Barrass (Available As Pdf On Internet) 

      2. Crafting Your Research Future –Charles X. Ling And Quiang Yang (Available   

           As Pdf On Internet) 
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(C2215b)HUMAN VALUES AND PROFESSIONAL ETHICS 

(Elective V-OPEN ELECTIVE ) 

 

 

Unit I:  

HUMAN VALUES:Morals, Values and Ethics-Integrity-Work Ethic-Service learning – Civic 

Virtue – Respect for others – Living Peacefully – Caring – Sharing – Honesty - Courage- Co 

Operation – Commitment – Empathy –Self Confidence Character – Spirituality.  

 

Unit II:  

ENGINEERING ETHICS: Senses of Engineering Ethics- Variety of moral issues – Types of 

inquiry – Moral dilemmas – Moral autonomy –Kohlberg‟s theory- Gilligan‟s theory- Consensus 

and controversy – Models of professional roles- Theories about right action- Self interest - 

Customs and religion –Uses of Ethical theories – Valuing time –Co operation – Commitment.  

 

Unit III: 

ENGINEERING AS SOCIAL EXPERIMENTATION: Engineering As Social Experimentation 

– Framing the problem – Determining the facts – Codes of Ethics – Clarifying Concepts – 

Application issues – Common Ground - General Principles – Utilitarian thinking respect for 

persons. 

 

 UNIT IV:  

ENGINEERS RESPONSIBILITY FOR SAFETY AND RISK: Safety and risk – Assessment of 

safety and risk – Risk benefit analysis and reducing riskSafety and the Engineer- Designing for 

the safety- Intellectual Property rights(IPR).  

 

UINIT V:  

GLOBAL ISSUES: Globalization – Cross culture issues- Environmental Ethics – Computer 

Ethics – Computers as the instrument of Unethical behavior – Computers as the object of 

Unethical acts – Autonomous Computers- Computer codes of Ethics – Weapons Development - 

Ethics . 

 

Text Books: 

1. “Engineering Ethics includes Human Values” by M.Govindarajan, S.Natarajan and 

V.S.SenthilKumar-PHI Learning Pvt. Ltd-2009. 

 2. “Engineering Ethics” by Harris, Pritchard and Rabins, CENGAGE Learning, India Edition, 

2009.  

3. “Ethics in Engineering” by Mike W. Martin and Roland Schinzinger – Tata McGrawHill– 

2003. 

 4. “Professional Ethics and Morals” by Prof.A.R.Aryasri, Dharanikota Suyodhana-Maruthi 

Publications. 

 5. “Professional Ethics and Human Values” by A.Alavudeen, R.Kalil Rahman and 

M.Jayakumaran , Laxmi Publications. 
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(C2215c)INTELLECTUAL PROPERTY RIGHTS 

(Elective V-OPEN ELECTIVE ) 

 

UNIT – I  

Introduction To Intellectual Property:  Introduction, Types Of Intellectual Property, International 

Organizations, Agencies And Treaties, Importance Of Intellectual Property Rights.  

 

UNIT – II 

Trade Marks :  Purpose And Function Of Trade Marks, Acquisition Of Trade Mark Rights, 

Protectable Matter, Selecting And Evaluating Trade Mark, Trade Mark Registration Processes.  

 

UNIT – III 

Law Of Copy Rights : Fundamental Of Copy Right Law, Originality Of Material, Rights Of 

Reproduction, Rights To Perform The Work Publicly, Copy Right Ownership Issues, Copy Right 

Registration, Notice Of Copy Right, International Copy Right Law.  

Law Of Patents : Foundation Of Patent Law, Patent Searching Process, Ownership Rights And 

Transfer  

 

UNIT – IV  

Trade Secrets : Trade Secrete Law, Determination Of Trade Secrete Status, Liability For 

Misappropriations Of Trade Secrets, Protection For Submission, Trade Secrete Litigation.  

Unfair Competition : Misappropriation Right Of Publicity, False Advertising. 

 

UNIT – V 

New Development Of Intellectual Property: New Developments In Trade Mark Law ; Copy 

Right Law, Patent Law, Intellectual Property Audits.  

International Overview On Intellectual Property, International – Trade Mark Law, Copy Right 

Law, International Patent Law, International Development In Trade Secrets Law.   

 

TEXT BOOKS & REFERENCES: 

 

1. Intellectual Property Right, Deborah. E. Bouchoux, Cengage Learing.  

2. Intellectual Property Right – Nleashmy The Knowledge Economy, Prabuddha Ganguli,  

Tate Mc Graw Hill Publishing Company Ltd., 
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